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This post reviews some basic machine learning theory. In particular, we
discuss learnability, complexity, generalization, stability, and convergence.

1 What is Learning?
One of the essential things about machine learning is to understand what
is learning for the computer. Following Domingos [8], learning consists of
three components: representation, evaluation and optimization.

Represetation First of all, any learning algorithm or learned result
must be in representation that the computer can handle. Generally, we
expect to learn a mapping, e.g., a mapping from the input image to the
desired label or a mapping from the data point to the meaningful cluster.
Formally, we call the mapping as concept. The collection of concepts we
want to learn is called concept class. Given a learning algorithm, the set
of all possible concepts considered is called hypotheis space. For example,
the decision tree formulates the mapping by a tree structure, and the Naive
Bayes classifier assumes strong (naive) independence between the features.
Given a problem, we wonder if we can learn it and how complicated is
it, corresponding to the learnability (Sec.2) and complexity (Sec.3) in the
machine learning theory.

Evaluation Evaluation is necessary for machine learning. On the one
hand, we want to achieve generalized performance beyond the training data.
Sec.4 will analyze factors, e.g., the hypothesis space’s complexity, that may
influence the generalization. On the other hand, apart from evaluations
like accuracy and recall, it is also necessary to consider the robustness of
the learning procedure and the learned concept, especially when facing the
perturbation and attack in real-world applications. Sec.5 will demonstrate
how to measure the stability of a given learning algorithm.

Optimization Optimization means searching in the hypothesis space
to find the optimal concept corresponding to the evaluation method. Most
of the optimizations in machine learning is an iterative procedure. There
are three fundamental problems for the iteration. Does it converge? Where
is the convergence point? What is the rate of convergence? Moreover,
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sometimes we optimize a surrogate objective instead of the one produced
by the evaluation method, e.g., minimizing the cross-entropy loss instead of
maximizing the accuracy in classification tasks. We further wonder about
the consistency of the surrogate. Sec.6 tries to answer these questions.

2 Learnability
The well-known learnability theory of machine learning is the Probably
Approximately Correct (PAC) [23]. PAC provides a framework to de-
scribe that the algorithm can learn the correct concept approximately un-
der the perspective of probability. The word ”correct” considers the gen-
eralization error at the most time. Formally, a target concept class C
is PAC-learnable by a hypothesis space H if for any concept c ∈ C,
any target distribution D, and any 0 < ϵ, δ < 1, dataset D consisting of
m = O(poly(1ϵ ,

1
δ , bits(x),bits(c))) i.d.d. samples from D is sufficient for

some algorithms, s.t. the produced h ∈ H satisfies

Pr[L(h|D) ≤ ϵ] ≥ 1− δ,

where L(h|D) = Prx∼D[h(x) ̸= c(x)].
PAC learnable means with polynomial samples, an arbitrarily small error

is achievable with high probability. However, for challenging problems, it
is impossible to achieve small enough error. Consequently, we consider the
smallest error on the whole hypothesis space, resulting in the agnostic PAC
learnable [14] by

Pr[L(h|D)−minh′∈HL(h′|D) ≤ ϵ] ≥ 1− δ.

Note that the complexity of the hypothesis space influences the learnability a
lot. It is straightforward to prove that every finite H is agnostically learnable
with m ∈ O( 1

ϵ2
ln |H|

δ ) by the Hoeffding inequality. For infinite hypothesis
spaces, it must first know their complexity, as introduced in the next section.

3 Complexity
For finite hypothesis space, it is natural to measure the complexity by its car-
dinality. This section discusses two complexity measures that can be used for
any hypothesis space: the distribution-free method Vapnik-Chervonenkis
(VC) dimension [24], and the distribution-based method Rademacher
complexity [2].

The VC-dimension describes the complexity by the ability to shatter the
data. Formally, denote the restriction of hypothesis space H on dataset D
is

HD = {h(x)|x ∈ D,h ∈ H}.
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We say a dataset X is shattered by H if |HX | = 2|X|. The VC-dimension of
a hypothesis space H is then given by

V C(H) = max |X|, s.t. X is shattered by H.

Let us consider the VC-dimension of a simple hypothesis space

Hthr = {h(x) = I(x > t)− I(x ≥ t)|t ∈ R}

for one dimensional binary classification problems. It is easy to know its VC-
dimension is not less than 1. Consider D = {a, b} with a < b, any concept in
Hthr can’t achieve {(a, 1), (b,−1)}. As a result, the VC-dimension of Hthr

is 1.
Another notion of complexity is the Rademacher complexity that con-

siders the data distribution and suitable for any real-valued concept (not
only concept mapping to discrete values). The Rademacher complexity is
formally given by

Eσ[sup
h∈H

1

|D|
∑
x∈D

σh(x)],

where σ is random variable uniformly chosen from {−1, 1}. Intuitively, the
Rademacher complexity describes a maximum achievable correlation of the
hypothesis space. In discrete situations, we can view σ as a random label,
and the Rademacher complexity is the hypothesis space’s ability to handle
the desired input signal with random targets.

There are a lot of works about analyzing the complexities of commonly
used hypothesis spaces, such as the VC-dimension of SVM [6] and the
Rademacher complexity of neural networks [4]. Basically, complex spaces
have rich expression but are hard to generalize to the unseen data. We will
discuss this topic in the next section.

4 Generalization
As mentioned in the last section, complexity influences the generalization
well. Commonly used methods for generalization, such as weight decay
and early stopping, are all about controlling the complexity. Given the
produced concept h and the target concept c, we analyze their generalization
performance by decomposing the difference as follows:

L(h)− L(c) = L(h)− L(c̃)︸ ︷︷ ︸
Optimization Error

+ L(c̃)− L(h∗)︸ ︷︷ ︸
Estimation Error

+L(h∗)− L(c)︸ ︷︷ ︸
Modeling Error

,

where c̃ is the optimal concept with respect to the emprical error, h∗ is the
optimal concept in the hypothesis space with respect to the generalization
error.
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Basically, the hypothesis space’s complexity can trade off between the
modeling error and the optimization error. Furthermore, the complexity also
can provide an upper bound for the estimation error [2, 24]. However, many
works showed that deep nets generalize well despite their high complexity.
[1, 19, 26] tried to explain this phenomenon in other aspects.

5 Stability
In this section, we discuss another aspect of the evaluation for the learning
algorithm, i.e., the stability to handle perturbations. There two perturba-
tions commonly associated with the stability of machine learning algorithms:
sample-level and feature-level perturbation. In particular, for the sample-
level, we consider single sample perturbation on the training dataset, and
for the feature-level, we focus on adversarial noise.

Sample-level perturbation mainly influent the training procedure. As a
result, we can measure the stability as follows:

d := Ei[|L(h|D)− L(h|Di)|],

where Di means the perturbation occurs in the i-th sample of the training
dataset D. Generally, this stability is related to the data size, so we say that
the learning algorithm is stable if it can achieve lim|D|→∞ d = 0. Bousquet
and Elisseeff [5] proved that commonly used learning methods, such as SVM
and least squares regression, hold stability with regularization if the pertur-
bation occurs uniformly. Mukherjee et al. [16] further proved that stability
is sufficient for generalization under empirical risk minimization.

Feature-level perturbation occurs during the inference stage. Although
deep nets achieve great success in many tasks, their instability limits further
applications to security-sensitive fields. Recently, a so-called adversarial
attack that refers to imperceptible input changes for humans to test deep
nets’ stability has aroused wide attention [10]. Formally, we consider the
following risk under adversarial noise:

E[ sup
||ξ||<ϵ

I[h(x+ ξ) ̸= h(x)]],

where ϵ is the radius of the noise. Several works viewed this problem un-
der the perspective of generalization and considered the robustness and the
accuarcy at the same time [11, 22, 27].

6 Convergence
In machine learning, it is common to solve an optimization problem:

minL(θ), s.t. some conditions are satisfied,
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where θ is the parameter of the concept, and L is the loss function. As
mentioned before, when the evaluation objective is hard to optimize directly,
we instead choose L to be a surrogate function with good properties for
optimization. A natural question is whether learning with the surrogate
loss is consistent with learning with the evaluation objective? Formally,
if the surrogate loss’s result converges to the one lead by the evaluation
objective, we say the surrogate loss achieves consistency. Bartlett et al. [3]
provided sufficient and necessary conditions for consistency with accuracy.
Other works further discussed the situations with AUC [9] and NDCG [20].

We then move to the convergence of the iterative procedure. Let θt be
the output parameter in t-th iteration of optimization, and θ∗ be the optimal
parameter in the hypothesis space. We can measure the rate of convergence
as follows:

ρ := lim
t→∞

L(θt+1)− L(θ∗)
L(θt)− L(θ∗)

.

If ρ = 1, we say it achieves a sublinear rate. If ρ ∈ (0, 1), we say it achieves
a linear rate. If ρ = 0, we say it achieves a superlinear rate. Generally,
the analysis for the convergence rate usually needs some assumption on the
mathematical properties of the loss function, such as convex and smooth.
In the rest of this section, we first introduce gradient-based optimization
methods and their convergence rate for convex losses, and then turn into
the nonconvex situation.

The most basic graident-based optimization method is the gradient de-
scent (GD) algorithm. Formally, GD uses the first-order Taylor expansion
to approximate the loss function at the current parameter θt:

L(θ) ≈ L(θt) +∇L(θt)T(θ − θt).

The minimization then becomes a linear optimization problem with update
rule:

θt+1 = θt − η∇L(θt),

where η > 0 is also known as the step size. If η is small enough, then
L(θt+1) ≤ L(θt).

The main disadvantage of GD is that it can only handle unconstrained
and differentiable problems. Projected subgradient methods address this
issue by first using subgradient to surrogate the natural gradient and then
guaranteeing constraints with projection. In detail, for a convex function f ,
we say g is the subgradient of f at x ∈ domf , if for arbitrary y ∈ domf , it
satisfies

f(y) ≥ f(x) + gT(y − x).

For example, arbitrary g ∈ [−1, 1] is the subgraident of f(x) = |x| at x = 0.
Note that the subgradient is a generalization of the gradient for convex
functions. It is easy to prove that the subgradient is unique and equal to
the natural gradient if the natural gradient exists.
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The Frank-Wolfe algorithm, also known as the conditional gradient method,
improves the efficiency of projected subgradient methods by considering the
constraints W within Taylor expansion:

θt+1 = arg min
θ∈W

∇L(θt)Tθ.

Moreover, the Frank-Wolfe algorithm also proposes to apply exponential
smoothing when updating the parameter to imporve stability.

Nesterov [18] provided a general acceleration method for smooth func-
tion, known as Nesterov acceleration, and further proved that GD with
Nesterov acceleration achieves the fastest convergence rate in the first-order
smooth functions optimization in theory.

Algorithm Assumption Convergence Rate
GD convex & smooth sublinear
GD strong-convex & smooth linear

Projected subgradient convex & Lipschitz continuous sublinear
Projected subgradient convex & smooth sublinear
Projected subgradient strong-convex & smooth linear

Frank-Wolfe convex & Lipschitz continuous sublinear
Frank-Wolfe convex & smooth sublinear
Frank-Wolfe strong-convex & smooth linear

SGD convex & Lipschitz continuous sublinear

Newton’s method is a natural expansion of GD with second-order infor-
mation:

L(θ) ≈ L(θt) +∇L(θt)T(θ − θt) +
1

2
(θ − θt)

T∇2L(θt)(θ − θt).

If the Hessian matrix ∇2L(θt) is positive definite, then the approximation
above is a convex function with the optimal solution

θt+1 = θt − [∇2L(θt)]−1∇L(θt).

Newton’s method provides a more accurate step size adjustment and a faster
convergence rate than first-order methods. However, it introduces more cal-
culations and causes further issues: the Hessian matrix ∇2L(θt) is expensive
and not always positive definite. Quasi-Newton methods address these is-
sues by constructing an iteratively updated postive definite matrix similar
to the Hessian matrix as a replacement. Quasi-Newton methods such as
BFGS and DFP are able to achieve the same convergence rate as Newton’s
method with good initialization.

Stochastic gradient descent (SGD) is a stochastic approximation of GD
that replaces the actual gradient from the entire dataset by the estimation
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from a randomly selected subset. SGD is extremely efficient for large-scale
datasets. Similar to SGD, we can obtain a vanilla stochastic Quasi-Newton
methods:

θt+1 := θt − ηH̃∇L̃(θt),
where η is the learning rate, the Hessian matrix H̃ and the gradient ∇L̃ are
calculated on the subset of the data. However, this direct method will lead
to high variance, which is harmful to the learning procedure. A similar issue
also occurs in first-order stochastic optimization methods. There is a lot of
research working on variance reduction methods for stochastic optimization,
such as adding regularization [7, 12], or improving sampling strategy [17, 28].

So far we disscussed the convergence rate on convex assumption of the
objective function. One of the difficulty in nonconvex analysis is to identify
the global optimum. For derivate free optimization, it is common to consider
the convergence of performance. Zero-order methods, such as cross entropy
method and Bayesian optimization, demonstrate their efficiency in many
nonconvex problems [21, 25]. For derivate based situations, it is common to
consider a weak convergence condition:

min
t=1,...,T

E||∇L(θ)||2 → 0,

i.e., whether the learning algorithm can reach the zero-gradient stage during
training. Note that the first-order stationary point may be a local minimum
or a saddle point. Lee et al. [15] proved that gradient descent with random
initialization and appropriate step size does not converge to a saddle point.
Kawaguchi [13] showed that every local minimum of arbitrary deep linear
neural network with the squared loss function is a global minimum with
some assumptions on the training data.
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